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Abstract— Coded aperture snapshot spectral imaging (CASSI)
is an important technique for capturing three-dimensional (3D)
hyperspectral images (HSIs), and involves an inverse problem
of reconstructing the 3D HSI from its corresponding coded 2D
measurements. Existing model-based and learning-based methods
either could not explore the implicit feature of different HSIs or
require a large amount of paired data for training, resulting in
low reconstruction accuracy or poor generalization performance
as well as interpretability. To remedy these deficiencies, this paper
proposes a novel HSI reconstruction method, which exploits
the global spectral correlation from the HSI itself through a
formulation of model-driven low-rank subspace representation
and learns the deep prior by a data-driven self-supervised deep
learning scheme. Specifically, we firstly develop a model-driven
low-rank subspace representation to decompose the HSI as the
product of an orthogonal basis and a spatial representation coef-
ficient, then propose a data-driven deep guided spatial-attention
network (called DGSAN) to adaptively reconstruct the implicit
spatial feature of HSI by learning the deep coefficient prior
(DCP), and finally embed these implicit priors into an iterative
optimization framework through a self-supervised training way
without requiring any training data. Thus, the proposed method
shall enhance the reconstruction accuracy, generalization ability,
and interpretability. Extensive experiments on several datasets
and imaging systems validate the superiority of our method. The
source code and data of this article will be made publicly available
at https://github.com/ChenYong1993/LRSDN.
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I. INTRODUCTION

YPERSPECTRAL imaging systems capture the spectral

signature of a spatial scene as three-dimensional (3D)
cubic data over tens to hundreds of discrete bands. The
abundant spectral information in hyperspectral image (HSI)
has been widely used in many fields, including computer
vision [1], remote sensing [2], and medical image process-
ing [3], [4] and so on.

To obtain the 3D HSI, conventional hyperspectral imaging
systems scan the scene with multiple exposures along the
spatial or spectral dimension, which is time-consuming for
the imaging procedure and cannot be used to capture dynamic
scenes or video with high-speed rates [5], [6]. Recently,
motivated by the mature compressive sensing theory, snapshot
compressive imaging (SCI) systems [7], [8], [9], [10], [11]
have attracted much attention due to their advantages on
capturing dynamic scenes and balancing the temporal and
spatial resolution. Among existing SCI systems, the coded
aperture snapshot spectral imaging (CASSI) system [12], [13]
is a representative one, which samples snapshots along the
spectral dimension by the coded aperture in each spectral
band, and then compresses the sampled images along the
spectrum into a single 2D measurement, as shown in Fig. 2.
CASSI systems are generally divided into two phases: the
exposure measure phase for encoding the 3D HSI into a single
2D compressive image, and the computational reconstruction
phase for recovering the underlying HSI from the snapshot
measurement, where the reconstruction of high-quality HSI
from the coded 2D measurements is one key phase in this
imaging system.

In the past decade, numerous approaches have been pro-
posed for HSI reconstruction from 2D compressed measure-
ments [14], [15], [16], [17]. Since the reconstruction process is
an ill-posed inverse problem, model-based approaches design
hand-crafted priors, such as total variation (TV) [18], [19],
sparsity [20], [21], low-rank [22], [23], and nonlocal self-
similarity [24], [25], for HSI reconstruction. Although the
kind of model-based methods generally have good inter-
pretability and sometimes achieve satisfactory performance,
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Ilustration of the proposed method. The reconstructed HSI is first initialized by GAP-TV. Then, the global spectral correlation of HSI is depicted by

model-driven low-rank subspace representation, and the spatial feature of HSI is reconstructed by data-driven self-supervised DGSAN. Finally, the model-driven
and data-driven priors are embedded in an iterative optimization algorithm to promote each other.

the hand-designed priors may not well depict the discrimina-
tively intrinsic structures of HSIs, resulting in unsatisfactory
results. Alternatively, the kind of deep learning-based methods
have attracted extensive attention recently. Different from
model-based approaches designing the prior manually, deep
learning-based approaches [26], [27], [28], [29], [30] learn
the prior through an end-to-end reconstruction manner from
the coded 2D measurement, and often achieve impressive
performances. However, deep learning-based methods typ-
ically require a large amount of paired training samples,
which can be expensive to collect, and their generalization
ability may be limited when applied to other systems. These
factors restrict the widespread adoption of deep learning-
based methods. To alleviate the data collection burden and
motivated by the universal prior between the natural images
and HSIs, several model-based optimization with deep priors
approaches [31], [32], [33] have been recently introduced
for HSI reconstruction, through incorporating pre-trained or
untrained deep networks into a traditional optimization frame-
work. This type of approach enhances the interpretability and
generalization ability compared to the model-based and super-
vised learning-based approaches. However, the performance of
these approaches heavily depends on the design of the deep
denoiser or untrained networks.

In this paper, we focus on the development of efficient
HSI reconstruction methods by combining the advantages of
both model-driven and data-driven approaches to deal with the
existing challenges described before. Specifically, we propose
a novel HSI reconstruction method called LRSDN via coupled
low-rank subspace representation and self-supervised deep net-
work to respectively capture the global spectral low-rank prior
and deep coefficient prior (DCP). First, instead of completely
using data-driven deep learning approaches, we develop the
model-driven low-rank prior to explore the global spectral
correlation of HSI based on a hypothesis that spectral vectors
of the HSI lie in a low-dimensional subspace and can be
represented by the product of orthogonal spectral basis and
representation coefficient [23], [34], [35], [36]. Then, the
data-driven DCP is learned from the proposed self-supervised
deep guided spatial-attention network (DGSAN) without any

external training data to reconstruct the complex nonlinearity
spatial feature of HSI. Finally, the model-driven low-rank prior
and data-driven DCP could promote each other in an iterative
optimization algorithm. In each iteration, the optimization
variables and network parameters are updated by closed-form
solutions and learned DGSAN, respectively. The illustration of
the proposed reconstruction method is shown in Fig. 1. Our
contributions can be summarized as follows:

« We formulate the HSI reconstruction into a self-
supervised model-driven and data-driven framework, and
propose an iterative optimization method that couples
model-driven low-rank prior and data-driven DCP. In the
iterative process, two priors can promote each other to
improve the reconstructed interpretability and accuracy.

« Instead of directly employing existing unsupervised neu-
ral networks or pre-trained deep denoising networks,
we design a novel self-supervised neural network called
DGSAN to learn the DCP. DGSAN reconstructs the
representation coefficient from the guidance data and
snapshot measurement without any external data for
pre-training. Thus, the proposed method can guarantee
generalization ability and is suitable for different imaging
systems and datasets.

o An efficient alternating direction method of multipliers
(ADMM) algorithm is designed to develop an iterative
optimization algorithm for HSI reconstruction. Extensive
experimental results on both DD-CASSI and SD-CASSI
systems illustrate that the proposed method outperforms
model-based optimization with hand-crafted and deep
priors methods and achieves competitive results with
supervised learning-based methods.

The rest of this paper is organized as follows. Section II
reviews some related works used for HSI reconstruction.
In Section III, we present some notations and the problem
formulation of two different CASSI systems. Section IV gives
the proposed HSI reconstruction model, DGSAN, and opti-
mization algorithm. Experimental results on several datasets
and the discussion are illustrated in Section V. Finally, a sum-
mary is presented in Section VI.
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II. RELATED WORK

In this section, we briefly review the related HSI recon-
struction methods, which can be roughly divided into
three categories: model-based approaches, deep learning-based
approaches, and model-based optimization with deep priors
approaches.

A. Model-Based HSI Reconstruction Approaches

Due to the ill-posed problem of HSI reconstruction from a
snapshot measurement, model-based methods usually exploit
various hand-crafted priors to model the intrinsic properties of
HSI and then design corresponding regularizers to reconstruct
the desired HSIs by solving optimization problems. The sparse
prior with different bases (such as wavelet basis or overcom-
plete dictionary) were utilized to explore the spatial-spectral
sparsity of HSI [12], [20], [37], [38]. To characterize the local
spatial piece-wise smoothness of HSI, the TV regularization
has been employed for HSI reconstruction [18], [19], [39]. Fur-
thermore, Low-rank matrix/tensor approximation were widely
designed to explore the global spatial-spectral correlation [22],
[23], [40] and nonlocal self-similarity [24], [25], [41]. The
interpretability and generalization of model-based methods can
be guaranteed, but these hand-crafted priors lack an adaptive
ability to capture the characteristics of different HSIs, resulting
in unsatisfactory reconstruction quality.

B. Deep Learning-Based HSI Reconstruction Approaches

Recently, benefiting from the ability to learn complex
structural features, deep learning-based methods have been
demonstrated to achieve promising results in HSI reconstruc-
tion tasks. These methods can be roughly categorized into
three classes: end-to-end (E2E) [26], [27], [30], [42], [43],
[44], [45], [46], [47], [48], deep unfolding [28], [29], [45],
[49], [50], [51], and single-sample generative models [52],
[53], [54], [55]. The principle of E2E reconstruction is to
implicitly learn the image priors from sufficient training data
and then construct an E2E mapping function between the
observed measurement and the original HSI. For example,
a unified convolutional neural network (CNN) framework
is proposed in [43] to reconstruct the HSI from spectrally
undersampled projections. To utilize the attention mechanisms,
A-net [26] introduced spatial attention blocks in U-Net for
HSI reconstruction. Furthermore, HDNet [30] designed the
spatial-spectral attention module to provide fine pixel-level
features. Inspired by the transformer being more effective than
CNN in many tasks, MST-L [46] used a transformer frame-
work to capture the remote dependence of HSI and further
explore the spectral structure using spectral self-attention.

Differing from E2E methods, the deep unfolding methods
combine the prior knowledge of the observation model and
unfold the reconstruction process based on iterative optimiza-
tion into a multi-stage network, with each stage corresponding
to one iteration in the optimization algorithm. Zhang et al. [49]
learned a tensor low-rank prior for HSI in the feature domain
and integrated it into an iterative optimization algorithm.
JR2net [51] proposed a joint non-linear representation and
recovery unfolding network for compressive spectral imaging.
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DAUHST [50] designed a half-shuffle transformer and incor-
porated it into the degradation-aware unfolding framework.
With sufficient training data and time, E2E and deep unfolding
methods yield impressive performance. However, the available
HSIs for training are very limited due to the high cost of
collecting the HSI. Single-sample generative models design
an untrained network for HSI reconstruction, which does
not require training data. Bacca et al. [54] utilized Tucker
representation to analyze the structure of HSI and modeled
it within a deep neural network, enhancing its representa-
tional capability in high-dimensional structural information.
Gelvez et al. [55], [56] decomposed the HSI into the product
of basis matrices and coefficient matrices, which are individ-
ually learned as the weights and features of the deep neural
network. Although single-sample generative models can solve
the problem of training data, there is a lack of model-driven
optimization algorithms to guide network learning.

C. Model-Based Optimization With Deep Priors Approaches

Model-based optimization with deep priors approaches
employ the pre-trained or untrained deep networks as regu-
larization and then combine it with traditional optimization
algorithms for HSI reconstruction [31], [32], [33], [57], [58].
PnP-GAP [33] introduced pre-trained deep denoiser into a
generalized alternating projection framework for HSI recon-
struction. To make the deep prior and hand-crafted prior
promote each other, TV-FFDNet [32] merged the FFDNet
with TV prior into the PnP framework. However, pre-
trained deep denoisers still require sufficient training data
and struggle to represent complex spatial information in dif-
ferent HSIs adaptively. Recently, PnP-DIP-HSI [31] adopted
untrained deep image priors (DIP) [52] within the PnP mech-
anism, significantly enhancing the generalization capability.
The introduction of untrained deep neural networks into the
iterative optimization algorithm has shown great potential.
Unfortunately, due to the lack of additional data, untrained net-
works introduce uncertainty during the parameter optimization
stage, limiting their performance.

III. NOTATIONS AND PROBLEM FORMULATION

A. Notations

In this paper, lowercase and uppercase (b, B € R), boldface
lowercase (x € R?), boldface capital letter (X € RIxJy,
and calligraphic letter (X e RI*12xxIy are employed to
represent scalars, vectors, matrices, and tensors respectively.
The element value of X in location (i1, i, --- , i,) is repre-
sented by X (i1, iz, - ,iy). The mode-k unfolding of tensor
X e RIxhxxIn i represented as Xy € Rt k=1-Tkrtln,
In contrast, matrix X, along the k-mode folds to a tensor
is denoted as X = foldy(X)). X(,:,13), X(:,i2,:), and
X (i1, :,:) are the frontal, lateral, and horizontal slices of a
3D tensor X, respectively. The symbol of mode-k tensor-
matrix product is Xj, and the operator is defined as (X xy
U)ily"'yik—ljikJrls"'sin = Zik Xiy,in, e i Ujig- For the Frobenius
x2 )%.

norm of X, it is denoted as || X||F = (X i,,-- figein

'sin
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Fig. 2. Illustration of the optical coding principles of two representative
CASSI imaging systems [42]. (top) Double dispersers CASSI measurement
process. (Bottom) Single disperser CASSI measurement process.

B. Problem Formulation

CASSI is capable of capturing 3D HSI into 2D measure-
ments, and we introduce two representative coded aperture
snapshot imaging systems, i.e., double dispersers (DD-CASSI)
and single disperser (SD-CASSI).

The first row of Fig. 2 presents the coding principle of the
DD-CASSI imaging system [13]. The imaging systems first
disperse the incident light field, then create a coded field by
the coded aperture mask, and design another optics to unshear
this coding. Mathematically, X € RM*N*C denotes the 3D
HSI, M and N are the spatial size, and C is the number of
spectral channels. The intensity of final snapshot measurement
Y in location (m, n) can be expressed as follows:

C
Y(m,n) =D om—o"c),mXm.n.c), (1)

c=1

where 1 < ¢ < C is the spectral coordinate, ¢(m, n) represents
the transfer function of the coded aperture mask, and el (5)
represents the wavelength-dependent dispersion function based
on the dispersion prism in DD-CASSI.

In the SD-CASSI system [12], as shown in the second row
of Fig. 2. The imaging systems first establish a coding of the
incident light field and then shear the coded field by a disper-
sive element. The intensity of final snapshot measurement Y
in location (m, n) can be expressed as follows:

C
Y(m,n) =D om—o*(),mXm—o*(c),n,c), (2

c=1

where o*¢(c) represents the wavelength-dependent dispersion
function based on the dispersion prism in SD-CASSI.

For convenience, the degradation model of two CASSI
imaging processes can be described as follows:

Y=®dWX)+7Z, 3)

where Y € RMxN represents the captured measurement,
whose size is dependent on the CASSI systems. For the SD-
CASSI system, due to the effect of individual dispersion, the
size of compression measurement is M x (N + C — 1). Since
the second dispersion in DD-CASSI can offset the effect of
the first dispersion, the compression measurement captured
by the DD-CASSI system is the same as the original spatial
dimensions M x N. The operator ®(-) : RM*N*C _, RMxN’
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contains all operations of the whole imaging process, and Z
is the error or additive noise.

IV. PROPOSED COUPLED HSI RECONSTRUCTED METHOD

The fundamental task of snapshot compression reconstruc-
tion is to reconstruct the HSI X from the measurement Y
and imaging operator ®. Due to the reconstruction problem
being an ill-posed inverse problem, it is difficult to recover
X directly from the degradation model (3). Therefore, it is
necessary to constrain the solution space using regularization
methods, and the reconstruction model can be formulated as:

1
argmin = [[Y = @(X)|F + AR(X), €

where R(X) is the regularization term, characterizing the
prior information of desirable HSI &', and A is the positive
regularization parameter.

A. Low-Rank Subspace Representation of HSI

From a linear mixture model, each spectral signature can
be represented by a linear combination of a small number of
endmembers [59], which means a high spectral correlation in
HSI. The high correlation is naturally captured by low-rank
subspace representation that is demonstrated as a powerful
tool for HSI processing tasks, such as denoising [34], [35]
and superresolution [60]. Therefore, to capture the spectral
correlation of HSI, we design model-driven low-rank subspace
representation to approximate it:

X =W x3E, (&)

where E € RE*K (K « C) is the spectral basis with the
orthogonality of columns, i.e., ETE = L. WW € RMXNxK jq
the spatial representation coefficient.

The spectral basis E may be approximately learned from the
HSI data itself using the singular value decomposition (SVD)
or HySime algorithm [61]. In our work, we employ the SVD of
X from the last iteration to learn the approximation solution
of spectral basis E [62]. Given the estimated result X, the
spectral basis is updated as follows:

E=U(,1:K), (6)

where U is the left singular vector of X(3y. Given an esti-
mation of spectral basis E, the HSI reconstruction problem
can be transformed into a reconstruction of the representation
coefficient, so as to achieve the desirable HSI X

B. Proposed Coupled Model

With the spectral basis E known, and by introducing the
low-rank subspace representation of HSI in (4), the recon-
struction model can be formulated as:

1
argE%EHY—CD(X)H%, st. X=Wx3E.  (7)

Although the prior knowledge of spectral correlation is effec-
tively explored by model (7), the spatial prior which promotes
each other with spectral prior is ignored. With the orthogonal
constraint of E, the spatial prior of original HSI & can be
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reflected on the reduced-dimensionality representation coeffi-
cient WW. Therefore, the reconstruction of spatial information
of original X can be transformed into the estimation of W.
Thus, we can formulate the reconstruction model as:

1
in =Y — ®X)||% + AROW),

arg)r(r}glv 2|| (D)% + ARW)

s.t. X =W x3E, (8)

where R()V) is the regularization term related to the spatial
prior depiction of representation coefficient W.

Since the representation coefficient WV inherits the spatial
characteristic of original HSI X', the model-driven hand-
crafted spatial prior regularization can also be employed to
depict W, such as TV regularization [36] and nonlocal self-
similarity [34], [35]. However, hand-crafted priors may not
suit different HSIs. Therefore, to adaptively represent the
complex spatial features of different HSIs, the data-driven
DCP that is learned by deep networks is used to excavate the
implicit features. In general, by absorbing the regularization
term R()V), the coupled model can be generalized as:

1
arg%igEHY—CD(X)H%, sit. X =TyE) x3E.  (9)

DCP assumes that the desired representation coefficient W is
the output of deep neural network 7y (€), where £ is a random
tensor whose size is the same as WV, and 0 is the network
parameters to be learned.

The reconstruction model (9) simultaneously captures the
spatial and spectral information of HSI by model-driven low-
rank prior and data-driven DCP, respectively. However, we find
that the two priors in model (9) could not be fused effectively.
The reason is that we only constrain the results of subspace
representation, thus the 7p(£) x3 E close to the observed
measurement Y, which is the only given input to the algorithm.
In the process of learning DCP, the optimization of network
parameters 6 is not directly related to the available input Y,
which results in the difficulty for the network to learn spatial
information. To fuse these two priors more effectively, we add
a fidelity term into the model (9). Therefore, the final proposed
coupled model is rewritten as follows:

1 A
in=[|[Y — ®X)|% + =Y — (T E)|>3
argl}\}{gzll ( )||F+2|| (Tg(&) x3 B)I%,

sit. X =T9(€) x3 E. (10)

The proposed model is inherently interpretable and achieves
better generalizability than fully model-based and super-
vised learning-based approaches. On the one hand, fully
model-based approaches design hand-crafted priors that may
not fit every data. In contrast, our model explores the DCP
that can adaptively learn the implicit features of different data.
On the other hand, supervised learning-based approaches are
heavily dependent on sufficient training data and difficult to
preserve the spectral correlation. The proposed model (10)
applies the interpretable model-driven low-rank subspace rep-
resentation to explore the global spectral correlation of HSI
since the property exists on almost all HSIs. Moreover,
although the deep network is used in our model, we do not
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need any training data. Therefore, we can expect the proposed
model to bring robust and better HSI reconstruction results.

Previous single-sample generative models also combine
low-rank and deep priors for HSI reconstruction [54], [55],
[56]. However, they are very different from our work. First,
they fused the low-rank and deep priors in an unsupervised
deep generative network, while the proposed method cou-
ples low-rank and deep priors in an iterative optimization
algorithm. Second, these methods employ the low-rank prior
to guide the network to learn the low-dimensional structure
of the image, i.e., these low-rank factors are learned as the
weights and the features of the proposed network. On the
contrary, the proposed method explores the low-rank prior of
HSIs by low-rank subspace representation, where the spectral
basis is learned by model optimization and the subspace repre-
sentation coefficient is obtained by the proposed unsupervised
deep generative network. Third, they design U-Net-based,
AutoencoderNet-based, and ResNet-based as the unsupervised
deep network. However, we propose a novel self-supervised
neural network called DGSAN to learn the DCP.

C. Optimization Algorithm

The proposed model (10) is a constrained minimization
problem, and the well-known ADMM [63], [64] is an efficient
algorithm to solve it. Following the framework of ADMM, the
augmented Lagrangian function of (10) is:

1 A
L{X,0,B} = S| - D)%+ SIY = @)
x3 E)||2 + %ux —Ty(€) x3E— B|%, (11)

where p represents the positive penalty parameter, and B is
the Lagrange multiplier. We then present how to solve each
subproblem according to the ADMM framework.

1) 0-subproblem: Fixing other variables except 6, the 6-
subproblem is formulated as:

A
argmin 2 Y = (7€) x3 B)[} + 51X = T(©) x3 E

— Bl (12)
It is worth noting that this subproblem is a regression prob-
lem using neural network models, where 7y is the network
parameterized by 6, and £ is the network input. Hence,
existing off-the-shelf neural network optimizers, such as the
network of DIP [52] and guided deep decoder [65], can be
employed to update 8. However, the network architecture of
DIP does not fully exploit the semantic features of an image.
In our work, the self-supervised DGSAN (see Section IV-D)
is designed to explore the DCP and update the parameter
6, which has been demonstrated to be more effective than
DIP (see ablation study). To solve the 6 subproblem, the
gradient descent algorithm is a popular tool in complex
network learning, and the gradient to 6 can be computed
by the standard backpropagation algorithm. Moreover, the
Adam algorithm [66] is adopted as the optimizer, and the
minimization problem (12) is chosen as the loss function of
the DGSAN.
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2) X-subproblem: The subproblem of X" is formulated as

!
argmin Z[|Y — @(V)} + 51X = T(€) x3 E - Bl
(13)

To facilitate the solution, we rewrite the AX’-subproblem in the
following equivalent form:
1 2 M 2
argmin — ||y — Hx||z + =[x —r — b||%, 14)
x 2 2
where y, X, r, and b are the vectorization forms of ), X,
T9(€) x3 E, and B, respectively. H represents the sensing
matrix, whose special structure can be referred to [31]. For
the SD-CASSI system, the sensing matrix H is defined as:

H=[Dy,...,Dc] € RYNFC-DxMNC
o

where Dy = Ay € RMWN+C-DxMNC ith A
0

diag(vec(M)) € RMNXMN peing a diagonal matrix with
vec(M) as its diagonal elements, where M is the sensing
matrix. 000 ¢ RME=DxMN g4 02 ¢ RMC-OXMN are zero
matrices. Similarly, the sensing matrix H in DD-CASSI system
is defined as

H=[D,...,Dc] € RMNXMNC,

where Dy = diag(vec(M)) € RMNXMN peing a diagonal
matrix with vec(M) as its diagonal elements.

Problem (14) is a least-square problem, which is equivalent
to solving the following linear problem:

x=HH+ D '[Hy + uc+b)]. (15)

Because H is a fat matrix, the computation cost of (H'TH +
uI)~! is high. Therefore, we simplify the inverse problem
(H'H + ,uI)_l using the matrix inversion formula,

(16)

HHA+u) ™ =p!

Therefore, Eq. (15) can be rewritten as follows:
H'y+u@+b) H' A+ 'HH")"'HH y
X = —

% w?
H” (1 + n~'HHT)~'"H(r + b)
p )

a7

Since HH” is a diagonal matrix, we define it as HH’ =

diag{oy, ..., 0,}. Consequently, (I + x~"HH”)~! and (I +
w~"HHT)~'HHT can be expressed as follows:
_ e 1"
I+ '"HHT)™! = dia ,
I+ pn ) g{u—i-m M+0n}
I+ 2~ 'HHT)""HHT = diag(-22 ..., H2"y (3)
M+ o1 W+ oy

Let y; and [H(r+b)]; denotes the i-th element of y and H(r+
b), respectively. We plug Eq. (18) into Eq. (17) as:
T

H 1
x=—2 4 (r+b)— —H
I i

931

Algorithm 1 LRSDN-Based HSI Reconstruction Method
Input: Compressive measurement Y, imaging operator @,
parameters A and p.
1: Initialize: B = O, X = AXgap.1v, subspace dimension
K = K9, and initialize £ by random tensor.
2. fort=1:T do
3:  Update subspace dimension K = K(¢=1) 4yx(t—1).
4:  Learn orthogonal spectral basis E via (6) and initialize
guidance coefficient via folds(E” X 3)).

5: forp=1:Pdo

6: Update 6 via (12).

7: Update X via (19).

8: Update multiplier B via (20).

9: Update guidance coefficient G via Ty(E).
10: Update p = n * p.

11:  end for

12: end for

Output: reconstructed HSI X

[ym + 1 [H(r 4+ b)]; Ynon + w [H(r + b)], T
n+ o 1+ oy
=(r+b)
HT [y] —Hr+b)l - [H<r+|b)]n}T
m+ o1 U m—+ o,

=H'[y — H(r + b)] @ (diag(HH") + 1) + (r +b). (19)

When the solution of x is obtained, then the original variable
X can be achieved by reshaping the vector x as a tensor form.

3) multiplier B update: Based on the ADMM, the multiplier
is further calculated by the following formulation:

B <« B—(X—-"T9() x3E). (20)

Summarizing the optimization procedure of the whole pro-
cess, we can obtain the pseudocode of the proposed LRSDN
for HSI reconstruction in Algorithm 1. Before the reconstruc-
tion, the spectral basis should be learned in advance from the
HSI. Since the original HSI is not available, we follow the
previous HSI reconstruction works [24], [25] that initialize
the HSI by GAP-TV [19] since its high efficiency. Moreover,
the trade-off between reconstruction ability and image preser-
vation ability is reflected in the subspace dimension of spectral
basis. At the beginning of reconstruction, the initialized image
is of low quality, leading to a correspondingly low-quality
initial guidance coefficient. The initialized lower rank can
achieve the satisfying reconstruction result without noise, but it
leads to missing details. After the iteration, the reconstruction
result is substantially improved, and we need a larger rank
value to preserve more details of the image. Therefore, the
iteration refining of the rank and spectral basis is designed
to improve the reconstruction results. However, due to the
dimension mismatch between the two iterations, we cannot
update E from model (10) by the ADMM algorithm. Thus,
we lose the closed-form solution of optimizing E via (6),
which can be efficiently computed. The optimization of E is
simply related to the reconstructed HSI of the last iteration
and suitable for any rank K.
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The architecture of the proposed DGSAN for representation coefficient reconstruction. (a) The overall network, (b) operators used in the network,

(c) the detail of encoding and decoding block in DFG, (d) the detail of SAM module in ASD, (e) the detail of DRM module in ASD.

D. Self-Supervised Deep Guided Spatial-Attention Network

In this part, we present in detail how the proposed
self-supervised DGSAN explores the DCP and reconstructs the
representation coefficient. Fig. 3 shows the schematic concept
of the DGSAN, which mainly consists of two parts: deep
feature generator (DFG) and attention-based spatial decoder
(ASD). The idea of our DGSAN is to extract the multi-scale
features of the input guidance coefficient G from low to high
levels in the DFG module, and then the multi-scale features
are employed to guide the parameter optimization in the
deep decoder of the ASD module. In the ASD module, the
random noise is generated as the initial data to reconstruct the
representation coefficient. To gradually improve the quality
of the guidance information, we employ the output of the
last iteration of the network as the guidance coefficient.
Since the guidance coefficient is obtained during the iterative
process and the noise is randomly generated, DGSAN does
not need any training data. Moreover, DGSAN leverages
the representation coefficient from different stages. Thus, the
proposed DGSAN effectively explores the data-driven prior
of the representation coefficient. In the following, we describe
the different modules of the proposed network in detail.

1) Deep  Feature Generator: The DFG is an
encoder-decoder network with skip connections, and the
whole layout is similar to U-net, which is employed to extract
the multi-scale features of the guidance coefficient. First,
the initial encoded feature FO, is obtained by a convolution
operation on the guidance coefficient. Subsequently, the
multi-scale features an are obtained by inputting an into
multiple encoding blocks. The whole encoding blocks are
formulated as:

Fl = fa (Fah, 1)

where fekn(~) (k =1,2,---, K) denotes the operations con-
tained by the k-th encoding block, and K denotes the number
of encoding blocks.

The function of the decoding block enables to obtain
decoded features F ;‘C that are paired with the encoded features
in the spatial dimension. Especially, different from the tradi-
tional U-net with a skip connection that directly concatenates
the encoding and decoded features, we utilize the idea of the
residual network to add up these two features, which not only
can alleviate the information missing in the encoding-decoding
process but also further can promote the semantic alignment
of paired encoded-decoded features. Therefore, the decoded
features F dIi can be expressed as:

Fie = fac(Fon):

Ff. = f{(Fi "+ farip(FATN),
where f jc(~) denotes the k-th decoding operation, and fyip(-)
is the information extraction of encoded features. In summary,
the multi-scale encoded-decoded features extracted by DFG
provide important information to guide the parameter opti-
mization in ASD.

2) Attention-Based Spatial Decoder: The ASD module is
the core deep decoder for the reconstruction of the repre-
sentation coefficient, and it contains a consecutive semantic
attention module (SAM) and a detail refinement module
(DRM). Among them, the SAM module first extracts the
attention weights from the decoded features F 5C of guidance
coefficient, and then guides the semantic alignment of coeffi-
cient generator features. As the decoding features are achieved
by merging the pairing features F Zf;l and Fe’;’k’], thus they
contain more abundant semantic information. In summary, the
operation of the SAM module can be formulated as:

Fam = fam (€. Fap).

sam sam

(22)
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TABLE I
QUANTITATIVE RESULTS OF COMPARISON METHODS ON THE CAVE DATASET

Index Method balloons  beads beers cd face feathers  flowers food slices toy Average
GAP-TV 28.34 20.38 27.420 27.74 29.81 24.87 26.87 27.14 28.85 25.08 26.65
DeSCI 27.64 21.46 34.228 26.69 33.21 27.66 27.13 29.03 30.34 26.33 28.37
TV-FFDNet 40.00 24.16 37.857 34.97 37.59 30.83 34.18 35.35 34.21 29.61 33.87
PSNR PnP-DIP-HSI 31.02 20.30 31.229 28.39 35.38 29.63 32.90 3241 30.62 30.18 30.21
NLTT-TV 38.40 22.45 36.201 28.55 38.88 31.36 31.98 34.06 36.14 33.75 33.18
DPLR 38.75 27.82 37.25 31.65 39.82 35.21 39.19 36.21 36.22 35.36 35.75
LRSDN 42.03 31.26 40.48 35.37 41.79 37.54 40.36 39.76 39.71 39.21 38.75
GAP-TV 0.886 0.652 0.879 0.830 0.919 0.802 0.834 0.826 0.847 0.859 0.833
DeSCI 0.957 0.739 0.966 0.928 0.946 0.912 0.898 0.909 0.930 0.910 0.909
TV-FFDNet 0.984 0.796 0.979 0.945 0.966 0.937 0.937 0.950 0.950 0.927 0.937
SSIM PnP-DIP-HSI 0.848 0.654 0.835 0.890 0.921 0.788 0.876 0.850 0.902 0.867 0.843
NLTT-TV 0.979 0.752 0.974 0.926 0.976 0.917 0.923 0.926 0.945 0.946 0.926
DPLR 0.956 0.755 0.960 0.815 0.952 0.880 0.925 0.889 0.897 0.894 0.892
LRSDN 0.985 0.921 0.983 0.960 0.983 0.969 0.972 0.970 0.971 0.977 0.969
GAP-TV 0.892 0.800 0.869 0.873 0.922 0.870 0.887 0.885 0.891 0.883 0.877
DeSCI 0.954 0.834 0.960 0.928 0.952 0.927 0.922 0.926 0.935 0.926 0.926
TV-FFDNet 0.989 0.877 0.982 0.955 0.974 0.952 0.955 0.964 0.964 0.948 0.956
FSIM PnP-DIP-HSI 0.956 0.801 0.968 0.931 0.974 0.924 0.957 0.949 0.936 0.951 0.934
NLTT-TV 0.985 0.860 0.982 0.949 0.984 0.954 0.957 0.965 0.972 0.977 0.959
DPLR 0.967 0.928 0.974 0.898 0.979 0.958 0.977 0.948 0.965 0.968 0.956
LRSDN 0.992 0.966 0.988 0.964 0.989 0.983 0.985 0.983 0.986 0.990 0.982
GAP-TV 166.01 462.87 132,940  252.69 194.32 263.73 271.43 294.05  226.15 23242 249.66
DeSCI 176.70 404.44 57.076 300.40 12741 189.91 26898  237.33 19031  195.77 214.83
TV-FFDNet 42.74 295.01 37.663 110.25 76.10 132.18 11486  112.89 12192 134.14 117.77
ERGAS  PnP-DIP-HSI 121.01 480.07 83.443 243.80 98.80 153.28 135.07 159.05 185.85 128.74 178.91
NLTT-TV 52.28 384.89 47.651 231.04 66.43 131.35 15236  131.17 104.15  100.96 140.23
DPLR 49.50 194.60 40.90 176.59 60.64 80.99 65.32 14291 100.40 70.20 98.20
LRSDN 33.91 13230  28.325 10530  47.30 63.34 56.71 67.37 66.24 45.58 64.64
GAP-TV 15.14 27.85 7.778 21.96 17.30 19.56 20.54 20.62 23.79 17.62 19.22
DeSCI 6.39 19.09 2.788 9.40 13.23 9.83 11.88 10.31 11.16 12.15 10.62
TV-FFDNet 4.23 17.06 1.982 8.44 11.40 7.95 9.78 7.24 9.92 11.44 8.94
SA PnP-DIP-HSI 15.09 28.60 5.736 11.47 17.10 18.32 19.09 16.35 15.50 20.75 16.80
NLTT-TV 6.43 25.48 2.982 14.11 10.26 14.43 16.56 16.16 19.12 15.93 14.15
DPLR 7.50 16.48 2.62 15.12 14.38 10.70 13.68 13.63 15.98 16.98 12.71
LRSDN 491 10.84 1.880 6.67 9.00 5.70 8.13 6.74 8.39 8.68 7.09
F Skam = fsljlm(F all‘rm, F [IJ‘C), (23) between the observed measurement and the low-rank approx-
imation of original HSI, and 3) algorithm interpretability.
where fX () denotes the SAM operation in k-layer.

However, the spatial information of generator features is
inevitably lost by bilinear interpolation. DRM is different
from SAM in that the deep spatial feature is weighted by
the high-level decoding semantic features of the guidance
coefficient. As the low-level encoded features of the guidance
coefficient contain abundant spatial information, the DRM is
designed to extract the spatial information used to compensate
for the spatial detail of deep features. Therefore, we transfuse
the obtained spatial information into the generator features,
and the operation of DRM can be expressed as:

Farm = FirmFiam » Fon ™,

sam en (24)
where fé‘rm(-) denotes the DRM operation in k-layer.

In summary, the features of the deep decoder ASD are
weighted in SAM and compensated in DRM, which leads to
the DCP that can more explicitly exploit the semantic features
and spatial details of the guidance coefficient, resulting in
high-precision reconstruction. The loss function of DGSAN
is defined as the minimization problem (12), which has three
advantages: 1) denoising (X —B) x3E”, 2) minimizing the loss

V. EXPERIMENT

We validate the performance of our LRSDN on two rep-
resentative CASSI systems DD-CASSI and SD-CASSI and
compare it with several state-of-the-art (SOTA) CASSI recon-
struction algorithms. We implement DGSAN in the Pytorch
framework and minimize the loss function using the ADAM
optimizer (81 = 0.9 and 82 = 0.999). For the DD-CASSI and
SD-CASSI systems, we set the learning rate as 0.1 and 0.002,
respectively. All experiments are run on a platform with Inter
i9-12900K and NVIDIA GeForce RTX 3090.

A. Comparison Methods and Evaluation Metrics

We compare our proposed method with fourteen SOTA HSI
reconstruction methods, including three model-based methods
GAP-TV [19], DeSCI [24], and NLTT-TV [25], six E2E
methods A\-Net [26], TSA-Net [27], HDNet [30], MST-L [46],
MST++ [47], and CST-L [48], two deep unfolding methods
DGSMP [29] and DAUHST [50], one single-sample generative
models DPLR [54], and two model-based optimization with
deep priors methods TV-FFDNet [32] and PnP-DIP-HSI [31].
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Specifically, we compare the proposed LRSDN with GAP-
TV, DeSCI, TV-FFDNet, PnP-DIP-HSI, NLTT-TV, and DPLR
in the DD-CASSI system. In the SD-CASSI system, our
method is compared with GAP-TV, DeSCI, A-Net, PnP-DIP-
HSI, TSA-Net, DGSMP, HDNet, MST-L, MST++, CST-L and
DAUHST. The implementation codes for all the compared
methods are available from the authors’ websites, and the
hyper-parameters for different experiments are set following
the authors’ code or suggestions from the reference papers
to achieve the best possible results. Regarding the parameter
selection for our method, we set the regularization parameter
A = 0.1 and penalty parameter . = 0.03 in the DD-CASSI
experiments, while A = 1 and u = 0.003 are used in the
SD-CASSI experiments. It is worth noting that the codes
and results of almost all deep learning-based methods can be
downloaded from the MST homepage.!

Five image quality metrics are employed to quantitatively
evaluate the reconstruction results, including peak signal-
to-noise ratio (PSNR), structure similarity (SSIM), feature
similarity (FSIM), relative dimensionless global error in syn-
thesis (ERGAS), and spectral angle (SA). PSNR, SSIM, and
FSIM are used to evaluate the reconstruction quality of spatial
features, while ERGAS and SA evaluate the preservation
ability of spectral signatures. The better reconstruction results
are achieved by the larger PSNR, SSIM, and FSIM values and
the smaller ERGAS and SA values.

B. Simulated Experiments on DD-CASSI System

The imaging system of DD-CASSI is presented in the
first row of Fig. 2. For a comprehensive evaluation, two
simulated datasets are chosen as benchmark hyperspectral
datasets, including CAVE dataset®> and Harvard dataset.> The
CAVE dataset contains 32 indoor HSIs with the size 512 x
512 x 31. To avoid randomness and the influence of specific
data, ten representative scenes in the CAVE dataset are selected
for the experiments. The Harvard dataset has 50 HSIs of
indoor and outdoor scenes under daylight illumination and an
additional 25 HSIs under artificial and mixed illumination. The
spatial resolution and spectral number of each HSI in Harvard
datasets are 1040 x 1392 and 31, respectively. We resize the
spatial resolution of the Harvard dataset as 512 x 512 and
randomly select five images for testing. For simulating the 2D
observed snapshot image, the real coded mask used here is
available from DeSCI* [24]. The coded aperture is a random
code, and the code’s transmittance is 50%.

Tables I and II list the quantitative values of different
methods on the CAVE and Harvard datasets, respectively. The
best results for each index are marked in bold. Specifically,
GAP-TV and DeSCI design the hand-crafted prior on the HSI,
thus it obtains relatively unsatisfactory results compared with
other methods. NLTT-TV method integrates the nonlocal sim-
ilarity and tensor low-rank prior, which further improves the
reconstruction quality than GAP-TV and DeSCI. Additionally,

1 https://github.com/caiyuanhao1998/MST

2http://www 1.cs.columbia.edu/CAVE/databases/multispectral
3 http://vision.seas.harvard.edu/hyperspec/download.html
4https://github.com/liuyang1 2/DeSCI
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TABLE I

QUANTITATIVE RESULTS OF COMPARISON METHODS
ON THE HARVARD DATASET

Index Method img 1 img b8 img c4 img d3 img h0 Average
GAP-TV 2335 2120 2625 2730 2264 24.15

DeSCI 1930 21.27 27.89 28.66 2342 24.11
TV-FFDNet 31.50 2495 3234 33.01 3050 30.46

PSNR PnP-DIP-HSI 33.25 2938 35.14 35.08 30.16 32.60
NLTT-TV 3492 2811 36.16 3742 3130 33.58

DPLR 3541 29.03 3574 38.60 3291 3434

LRSDN 39.67 31.77 40.52 4215 3573 3797

GAP-TV 0.696 0.583 0.763 0.802 0.714 0.712

DeSCI 0.708 0.612 0.837 0.893 0.794 0.769
TV-FFDNet 0.890 0.754 0.903 0.940 0.880 0.873

gsim  PnP-DIP-HSI 0.835 0.854  0.925 0911 0.872  0.879
NLTT-TV ~ 0932 0.857 0.940 0.950 0913 0918

DPLR 0.870 0.739 0.872 0929 0.859 0.854

LRSDN 0952 0.892 0970 0979 0.956 0.950

GAP-TV 0.782 0.774 0.850 0.879 0.813 0.819

DeSCI 0.810 0.794 0.872 0918 0.877 0.854
TV-FFDNet 0.946 0.861 0.934 0.958 0919 0.924

psim  PnP-DIP-HSI 0.966 0955 0.973 0975 0.958  0.965
NLTT-TV 0977 0932 0973 0.983 0.955 0.964

DPLR 0962 0928 0966 0978 0958 0.959

LRSDN 0990 0954 0989 0992 0977 0.980

GAP-TV ~ 38276 521.57 373.78 347.01 437.59 412.54

DeSCI 599.88 439.67 226.84 264.77 370.85 380.40
TV-FFDNet 104.98 290.59 151.55 149.02 148.42 16891

ERGAS PnP-DIP-HSI 84.88 165.17 96.53 113.02 119.25 115.77
NLTT-TV ~ 87.65 281.30 120.13 112.97 141.57 148.72

DPLR 59.72 15639 97.64 7246 10093 97.43

LRSDN 38.75 138.63 52.82 47.89 69.55 69.53

GAP-TV 17.11 2328 1738 19.40 1558  18.55

DeSCI 1552 22,02 11.87 11.15 11.66 1445
TV-FFDNet 7.08 1326 7.97 7.85 5.68 8.37

sA  PnP-DIP-HSI 801 1131 748 1155 7.90 9.25
NLTT-TV 558 9.5 6.70  6.82 5.62 6.717

DPLR 4.15 757 6.92 5.92 5.39 5.99

LRSDN 372 691 4.25 4.44 3.35 4.53

TV-FFDNet, PnP-DIP-HSI, and DPLR explore deep priors,
enabling them to achieve better results than hand-crafted prior-
based methods GAP-TV and DeSCI. This demonstrates the
superior performance of deep neural networks in capturing
spatial features. DPLR outperforms TV-FFDNet and PnP-DIP-
HSI on both datasets, thanks to its excellent generalization
performance across different datasets, which is attributed to
the combination of low-rank and deep priors. In contrast, the
proposed LRSDN exhibits significant superiority over other
comparison methods in terms of all metrics, highlighting the
effectiveness of modeling the global spectral correlation of
HSI through low-rank subspace representation and exploring
the DCP of representation coefficient using a self-supervised
deep neural network.

To visually compare the performance of different methods
for HSI reconstruction, we choose a representative CAVE-Toy
scene and Harvard-Imgl to present the reconstruction results
in Fig. 4, respectively. The first row and third row present
the reconstructed false-color image (composed of bands 31,
11, and 6) obtained by different methods, and the second
row and fourth row illustrate corresponding residual images,
which is achieved by averaging the absolute error between
the reconstruction results and ground truth. To enable a com-
prehensive comparison of the reconstructed results, we have
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(a) GAP-TV (b) DeSCI (c) TV-FFDNet

Fig. 4.

(d) PnP-DIP-HSI

(e) NLTT-TV (f) DPLR (g) LRSDN (h) Ground Truth

Reconstructed results of different methods on CAVE-Toy image and Harvard-Imgl image. The first and third rows show the false color images

which are composed of bands (R: 31, G: 11, and B: 6). The second and fourth rows show the corresponding absolute error map between the original and

reconstructed images.
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Fig. 5. The reconstructed spectral curves of different methods on CAVE-Toy
image (top) and Harvard-Imgl image (down).

included zoomed-in views of specific image areas outlined
by rectangles. As we can see from the result, all methods
can reconstruct the HSI where the spatial information is
visible. However, GAP-TV, DeSCI, and TV-FFDNet destroy
the image detail as shown in the enlarged box. Since PnP-
DIP-HSI ignores the global spectral correlation of HSI, the
reconstructed spectral information is distorted. The results of
NLTT-TV and DPLR are better than other methods because
they both leverage the low-rank property of HSI. However,
NLTT-TV still exhibits artifacts, whereas DPLR eliminates
these artifacts, thanks to the effectiveness of deep priors.
In contrast, the proposed method can effectively reconstruct
the spatial structures and spectral signatures of HSI, thus

demonstrating the capability of LRSDN to utilize the spectral
low-rank characteristics of HSI, and verifying the effectiveness
of self-supervised learning. From residual map results, the
reconstructed HSI produced by our method has fewer errors
than that of other comparison methods, which further validates
the superior performance of the proposed method for HSI
reconstruction.

To illustrate the spectral preservation ability of different
methods, we also select a patch to present the reconstructed
spectral curves in Fig. 5. Moreover, we give the correlation
coefficient of the reconstructed spectral and the ground truth
in the legend. By comparing the degree of similarity with the
real curve and the correlation coefficient, we can observe that
our LRSDN is closer to the reference curve and obtains a
higher correlation value, indicating the significant advantage
of our proposed method to preserve the spectral signature.

C. Simulated Experiments on SD-CASSI System

To further illustrate the generalization ability of the pro-
posed method to different CASSI systems, the SD-CASSI
imaging system is employed to test. The benchmark data that
contains 10 scenes from the KAIST dataset [44] are adopted
for testing. The detailed information of coded apertures can
be referred to TSA-Net® [27]. For a fair comparison, the
experimental settings including the ground truth and real
mask keep the same as that of previous works [27], [30],
[31], [46], [47], [48], [50]. Consistent with the comparison
methods, the PSNR and SSIM are employed to evaluate the
HSI reconstruction performance.

5 https://github.com/mengziyi64/TSA-Net
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TABLE III
QUANTITATIVE RESULTS OF COMPARISON METHODS ON THE KAIST DATASET

Method Scenel  Scene2  Scene3  Scene4  SceneS  Scene6  Scene7  Scene8§  Scene9  Scenel0  Average
26.82 22.89 26.31 30.65 23.64 21.85 23.76 21.98 22.63 23.10 24.36
GAP-TV 0.754 0.610 0.802 0.852 0.703 0.663 0.688 0.655 0.682 0.584 0.669
27.13 23.04 26.62 34.96 23.94 22.38 24.45 22.03 24.56 23.59 25.27
DeSCI 0.748 0.620 0.818 0.897 0.706 0.683 0.743 0.673 0.732 0.587 0.721
30.10 28.46 27.73 37.01 26.19 28.64 26.47 26.09 27.50 27.13 28.53
A-Net 0.849 0.805 0.870 0.934 0.817 0.853 0.806 0.831 0.826 0.816 0.841
32.68 27.26 31.30 40.54 29.79 30.39 28.18 29.44 34.51 28.51 31.26
PnP-DIP-HSI  0.890 0.833 0.914 0.962 0.900 0.877 0.913 0.874 0.927 0.851 0.894
32.03 31.00 32.25 39.19 29.39 31.44 30.32 29.35 30.01 29.59 31.46
TSA-Net 0.892 0.858 0.915 0.953 0.884 0.908 0.878 0.888 0.890 0.874 0.894
33.26 32.09 33.06 40.54 28.86 33.08 30.74 31.55 31.66 31.44 32.63
DGSMP 0.915 0.898 0.925 0.964 0.882 0.937 0.886 0.923 0.911 0.925 0.917
34.95 32.52 34.52 43.00 32.49 35.96 29.18 34.00 34.56 32.22 34.34
HDNet 0.948 0.953 0.957 0.981 0.957 0.965 0.937 0.961 0.958 0.950 0.957
35.40 35.87 36.51 42.27 32.77 34.80 33.66 32.67 35.39 32.50 35.18
MST-L 0.941 0.944 0.953 0.973 0.947 0.955 0.925 0.948 0.949 0.941 0.948
35.80 36.23 37.34 42.63 33.38 35.38 34.35 33.71 36.67 33.38 35.99
MST++ 0.943 0.947 0.957 0.973 0.952 0.957 0.934 0.953 0.953 0.945 0.951
35.96 36.84 38.16 42.44 33.25 35.72 34.86 34.34 36.51 33.09 36.12
CST-L 0.949 0.955 0.962 0.975 0.955 0.963 0.944 0.961 0.957 0.945 0.957
37.25 39.02 41.05 46.15 35.80 37.08 37.57 35.10 40.02 34.59 38.36
DAUHST-9stg  0.958 0.967 0.971 0.983 0.969 0.970 0.963 0.966 0.970 0.956 0.967
35.44 34.89 38.90 4529 34.71 33.18 37.76 30.57 39.49 30.62 36.08
LRSDN 0.923 0.909 0.961 0.985 0.949 0.930 0.964 0.901 0.963 0.889 0.938

GAP-TV

DeSCI PnP-DIP-HSI TSA-Net

DAUHST-9stg LRSDN Ground Truth

Fig. 6. Reconstructed results of different methods on KAIST-Scene7 image, including 2 (out of 28) spectral channels and the corresponding error maps.

Table III lists the reconstruction results of different methods
on the KAIST dataset. Since the experimental setting is the
same as the previous works, the results of comparison methods
are derived from [46]. It can be seen that the supervised
learning-based methods usually outperform the model-based
optimization with hand-crafted or deep priors methods. Our
method performs a significant improvement over model-based
GAP-TV and DeSCl, indicating the advantage of the proposed
deep prior. PnP-DIP-HSI method directly employs the deep
priors to HSI itself, while the proposed method explores the
global spectra correlation of HSI and designs a deep prior
for representation coefficient, thus our method is superior to
PnP-DIP-HSI. Furthermore, our method achieves competitive

results with recently proposed supervised learning methods.
Although DAUHST-9stg and CST-L respectively outperform
the proposed LRSDM by 2.28 and 0.04 dB in PSNR, our
method still outperforms other supervised learning methods
A-Net, TSA-Net, and DGSMP. Moreover, compared with
supervised learning methods, our LRSDN method has the
virtue of strong representation ability, superior generalization
ability, and high reconstruction flexibility.

The visual reconstruction results and the corresponding
error maps for different methods on scene 7 with 2 channels
are presented in Fig. 6. As can be seen from the reconstructed
results and the zoom-in patches of the selected regions, model-
based optimization with hand-crafted or deep priors methods
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TABLE IV
QUANTITATIVE RESULTS OF COMPARISON METHODS ON THE BIRD DATASET

Dataset Index GAP-TV  DeSCI  TV-FFDNet  PnP-DIP-HSI NLTT-TV  DPLR LRSDN
PSNR 24.59 35.72 39.74 34.00 32.59 37.26 42.17
SSIM 0.736 0.938 0.958 0.875 0.918 0912 0.967
Bird FSIM 0.823 0.957 0.972 0.960 0.965 0.974 0.986
ERGAS 417.74 90.19 57.56 99.51 132.76 76.24 38.00
SA 12.78 3.65 2.66 5.88 5.59 3.07 2.37

= Reference

== ==GAP-TV corr:0.9791

== ==DeSCLcorr:0.9968
TV-FFDNet,corr:0.9994

= ==PnP-DIP-HSI.corr:0.9900
NLTT-TV corr:0.9887
DPLR corr:0.9989

===LRSDN,corr:0.9996

0
400 450 500 550 600 650 700
Wavelength(nm)

Fig. 7. The reconstructed spectral curves of different methods on
KAIST-Scene7 (top) and real Bird image (down).

and most learning-based methods blur the details and produce
artifacts to some extent. In contrast, DAUHST-9stg and our
LRSDN are more capable of reconstructing perceptually pleas-
ing images and preserving the spatial details and sharp edges.
From the results of error maps, DAUHST-9stg and our LRSDN
also perform the smaller error result, indicating that we can
preserve more image information. This is mainly because our
LRSDN organically couples the advantages of model-driven
low-rank prior and data-driven deep prior.

In addition, we plot the spectral signature curves of the
selected region and give the correlation values with ground
truth in Fig. 7. It can be seen that the signature curve of
LRSDN is closest to ground truth, and our LRSDN achieves
the highest correlation coefficient, which further illustrates
the superior performance of LRSDN for spectral signature
preservation. In summary, the proposed method can achieve
competitive results with supervised learning methods without
any training data.

D. Experiments With Real Data

We further validate the performance of the proposed
LRSDN on two real datasets: the Bird dataset from DD-CASSI
system [13] and five real scenes from SD-CASSI system [27].
The Bird dataset consists of 24 spectral bands with the spatial
resolution 1021 x 703. The real CASSI measurement is shown
in Fig. 8 (a). We list the quantitative results of all comparison
methods for the Bird dataset in Table I'V. It can be seen clearly
that our LRSDN provides optimal reconstructed indices. The
reconstruction results of all comparison methods are shown in

Figs. 8 (b)-(h). From the results, we can observe that LRSDN
outperforms the comparison methods by reconstructing the
most spatial details as shown in the enlarged box. Fig. 7 shows
the spectral signature profiles and corresponding spectral cor-
relation coefficients of a selected region by different methods.
Compared with other methods, our method can obtain spectral
signature profiles closer to the reference and obtain higher
spectral correlations.

We further conduct the experiments on five real scenes from
the real SD-CASSI system [27]. Each measurement has a
spatial size of 660 x 714, and the HSI to be recovered covers a
wavelength range from 450nm to 650nm with 28 bands and a
spatial size of 660 x 660. Due to limited space, we have shown
a visual comparison of two scenes. Fig. 9 presents the visual
comparisons of Scene 1 and Scene 5 between the proposed
LRSDN and eight supervised learning methods. It can be
observed that A-Net, TSA-Net, DGSMP, HDNet, and MST++
cannot reconstruct local detail or appear edge blurring in some
regions. The proposed LRSDN achieves visual reconstruction
results that are competitive with the supervised learning-based
SOTA methods MSL-L, CST-L, and DAUHST-9stg. This is
attributed to the ability of our method to capture complex
nonlinear information in HSI using deep priors in the low-rank
subspace framework, further confirming the generalization
capability of the proposed method.

E. Discussion

In this section, we perform the ablation study to illustrate
the effectiveness of two priors (low-rank prior and deep
prior) promoting each other and the performance of different
modules in DGSAN. To make the ablation study convincing,
we test ten scenes from the CAVE dataset and ten scenes from
the KAIST dataset in the DD-CASSI system and SD-CASSI
system, respectively. Moreover, we provide the sensitivity
analysis of the regularization parameter A\ involved in the
proposed model (10). Finally, we discussed the numerical
convergence of the proposed method.

1) Ablation Study on Low-Rank Prior and Deep Prior: To
verify the validity of these two priors in the proposed LRSDN,
we conducted an ablation study by disabling each prior
individually. The low-rank prior and deep prior (DGSAN) are
disabled, which are referred to as w/o LR and w/o DGSAN,
respectively. The complete disabling of DGSAN will lead to
the instability of the model, thus the result of w/o DGSAN
is achieved by replacing DGSAN with DIP. Table V lists
the reconstructed PSNR and SSIM of two different CASSI
systems by averaging ten scenes from the CAVE dataset
and KAIST dataset, respectively. It is clear that LRSDN
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(e) PnP-DIP-HSI (f) NLTT-TV

Fig. 8.
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(g) DPLR (h) LRSDN

Reconstructed results of different methods on real Bird image. The false color image is composed of bands (R: 24, G: 12, and B: 6).

RGB/Measurement A-Net TSA-Net DGSMP HDNet
Fig. 9.

with 2 (out of 28) spectral channels.

TABLE V

QUANTITATIVE RESULTS OF ABLATION STUDY ON LOW-RANK PRIOR AND
DEEP PRIOR IN LRSDN

System Index w/o LR  w/o DGSAN LRSDN
PSNR  37.44 35.22 38.84
DD-CASSI  sSIM  0.962 0.948 0.969
PSNR  35.14 32.32 36.08
SD-CASSI  sSIM  0.925 0.877 0.938

outperforms its variants, and the two components contribute
significantly to the success of the proposed LRSDN method.
Especially, LRSDN outperforms the w/o LR by 1.4 dB and
0.94 dB in average PSNR, indicating that low-rank prior
promotes the deep prior. Moreover, the proposed DGSAN
surpasses the recent sophisticated DIP by 3.62 dB and 3.76 dB
in average PSNR on two different systems, demonstrating the
effectiveness of DGSAN over DIP.
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LRSDN

MST++ CST-L DAUHST-9stg

Real HSI reconstruction results of LRSDN and eight supervised learning-based methods on Scene 1 (first two rows) and Scene 5 (Last two rows)

TABLE VI

QUANTITATIVE RESULTS OF ABLATION STUDY ON
DIFFERENT MODULES IN DGSAN

Method w/o DFG  w/o SAM  w/o DRM DGSAN
PSNR 36.12 36.49 37.60 38.84
DD-CASSI  sSIM 0.942 0.945 0.955 0.969
PSNR 30.89 33.72 34.66 36.08
SD-CASSI  ssiM 0.840 0.901 0.921 0.938

2) Ablation Study on Different Modules in DGSAN: The
proposed DGSAN mainly includes an encoding-decoding
DFG module and a deep decoding ASD module, in which the
ASD module also contains SAM and DRM modules. We fur-
ther conduct an ablation study to validate the performance of
different modules in DGSAN. The results are summarized in
Table VI. It is clear that DGSAN outperforms its variants, and
all of the three modules contribute significantly to the success
of the proposed DGSAN.
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Fig. 10. Sensitivity analysis of regularization parameter A on two different
systems. Top row: CAVE-Toy scene on DD-CASSI system. Bottom row:
KAIST-Scenel on SD-CASSI system.
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Fig. 11. Relative change values of reconstructed HSI versus the iteration
number of the proposed algorithm.
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3) Parameter Analysis of A: The proposed model (10)
involves a regularization parameter A\, which is used to balance
the two fidelity terms. The CAVE-Toy data on the DD-CASSI
system and KAIST-Scenel on the SD-CASSI system are
employed for the parameter analysis. Fig. 10 presents the
PSNR and SSIM values of the proposed method with different
A values. It can be seen that with the increase of A\ value,
the performances of PSNR and SSIM increase gradually,
indicating the effectiveness of two fidelity terms. As we
continue to increase the value of A, the performance tends
to decrease. Thus, we fix A = 0.1 and A = 1 for DD-CASSI
and SD-CASSI systems in all experiments, respectively.

4) Numerical Convergence: Since a deep network is
embedded in the proposed model (10), it is difficult to present a
theoretical convergence guarantee via Algorithm 1. To demon-
strate the convergence of the proposed method, we present
the numerical result. Fig. 11 presents the relative change
values of reconstructed HSI versus the iteration number of the
Algorithm 1. It can be seen that, as the number of iterations
increases, the relative changes converge to a stable value,
which indicates the convergence of the proposed method.

VI. CONCLUSION

In this paper, we propose a hyperspectral compressive
snapshot reconstruction method by combining model-driven-
based low-rank prior and data-driven-based deep prior, which
explores the global spectral correlation of the HSI and deep
feature of the corresponding spatial representation coeffi-
cient, respectively. Especially, a self-supervised deep network
DGSAN is proposed to learn the DCP directly from the
compressed measurement and guidance coefficient, which can
better exploit semantic features and spatial details of the
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guidance coefficient to reconstruct the spatial representation
coefficient. Therefore, we integrate this self-supervised deep
network-based DCP into the low-rank subspace representation
framework of HSI and solve it by the ADMM algorithm. The
proposed method has been tested on two representative coded
hyperspectral imaging systems, including SD-CASSI and DD-
CASSI. Experimental results demonstrate that our method
outperforms current model-based and Model-based optimiza-
tion with deep priors state-of-the-art methods on several
benchmark datasets. Moreover, we have achieved competitive
results when compared with supervised deep learning-based
approaches, which need sufficient training data. In the future,
we believe that our proposed self-supervised framework can
extensively be used for other advanced CASSI-type architec-
ture, such as colored CASSI system [67].
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